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1 INTRODUCTION
Social learning enables multiple robots to share learned experiences while completing a task. The literature offers examples where robots trained with social learning reach a higher performance compared to their individual learning counterparts [e.g., 2, 4]. No explanation has been advanced for that observation. In this research, we present experimental results suggesting that a lack of tuning of the parameters in social learning experiments could be the cause. In other words: the better the parameter settings are tuned, the less social learning can improve the system performance.

To test our hypothesis, we generated 50 parameter settings using Design of Experiments (DoE) and tested them in an individual learning configuration with a single robot (i.e., with social learning disabled). The definitive screening DoE was created with the help of JMP software (SAS Institute Inc, JMP, Version 11.1.0). The experiments are conducted in simulation using JBotEvolver [1]. The experiment requires the robots to learn a foraging task. The environment is a square arena. Five pucks are randomly placed in the arena at the start of a run. The robots must collect the pucks and bring them to the nest located in the centre of the arena. Once a puck is brought to the nest, it is immediately replaced at a random location in the environment. The performance of each robot, i.e., its fitness, is equal to the number of pucks it collected during a trial lasting 1000 time steps. The robots use embedded instances of the NEAT evolutionary algorithm for on-line learning [3]. The robot’s controller is an artificial neural network. The neural network has 11 input and two output nodes. The input nodes consist of 8 proximity sensors, a nest sensor, a puck sensor, and a puck carrying sensor; the output nodes provide the right and left motor speed.

From the 50 parameter settings of the DoE, we selected the 10 settings with best performance and 10 with median performance. We compared the performance of these two groups of settings, where social learning is disabled, with two social learning configurations of 2 and 4 robots. Social learning is implemented as follows: first, the robots sequentially evaluate the controllers in the current generation. Then, the robots exchange information. Each robot randomly selects another robot from which it receives its current best controller, i.e., the controller with the highest fitness. The robot compares the received controller’s fitness to that of its own worst controller. The new controller replaces the worst controller if it is better. The NEAT algorithm uses the updated list of controllers and fitness values to create the next generation. When social learning is applied, these robots have the same parameter settings as the individual learning mechanisms except for the population size. The population size for the 2 and 4 robot setup is the population size from the 1 robot setup divided by the number of robots (e.g., when the 1 robot setup has a population size of 100, the social learning experiments used a population size of 50 and 25 for the 2 robot and 4 robot setup respectively).

The robots operate in their own arena but they communicate across arenas. Consequently, the performance of the robot is only due to its own actions and not influenced by other robots in the same arena. Removing this inter robot collision allows for a better comparison between the individual and the social learning experiments. For each experiment, 20 replicate runs are performed with different random seeds.

2 RESULTS
Our analysis shows that from the total of 21 investigated parameters from the NEAT learning algorithm, 14 parameters have a significant impact on the learning performance. The variable representing the chance to randomly reset a weight in the neural network has a
big effect on the response and performance is best if it is turned off. Moreover, a large population size, a high mutation probability and a small value for the percentage of top individuals that can be parents have a significant beneficial influence on the fitness. This indicates that a large and diverse population of controllers seem to be advantageous for the learning rate.

Figure 1 shows the mean performance of the 1 robot performance at the final generation (generation 200). Performance, i.e., number of collected pucks, is plotted against the rank of the mean performance of the 50 parameter settings from the DoE. The data in figure 1 confirms that parameter settings significantly influence the performance of the controllers (Pearson’s r(50)= -0.9754128, p < 2.2e-1).

Figure 2 shows the impact of social learning on performance for the best and median parameter settings. Ranks 1-10 refer to the best settings and ranks 21-30 to the median settings. Every setting is tested for a setup with 2 (red) and 4 (blue) robots in 20 replicate runs. The impact of social learning is measured as the ratio between the performance with social learning and the baseline performance. A ratio higher than 1 means an increase of performance due to social learning. There is a significant positive correlation between the rank number and the improvement ratio with social learning (for 2 robots Pearson’s r(20) = .56, p < 0.011; for 4 robots Pearson’s r(20) = .63, p < 0.003). Figure 2 shows that better parameter settings benefit less from social learning, indicated by performance ratio values around 1.

3 CONCLUSIONS

With this study we gained a better understanding of the benefits of social learning. Existing literature in social learning compares individual learning with social learning for only one parameter setting. Results show an increased performance and increased learning speed. This study extended this comparison by using different parameter settings. We showed that the quality of the parameter settings influences how much social learning can improve the system performance: the better the parameter settings, the less social learning can contribute. Therefore, this study serves as a reminder that tuning the parameters can impact the conclusions drawn from an experiment. Nevertheless, tuning can be computationally expensive or not even possible when the optimal parameters may depend on the unknown environment that the robots operate in. Therefore, social learning can be a beneficial approach to increase performance and serve as an alternative to parameter tuning.

4 ACKNOWLEDGMENTS

This work is supported by the European Union’s Horizon 2020 research and innovation programme under grand agreement No 640891 (DREAM project).

REFERENCES


Kontakt/Impressum

Diese Veröffentlichungen erscheinen im Rahmen der Schriftenreihe "CIplus". Alle Veröffentlichungen dieser Reihe können unter https://cos.bibl.th-koeln.de/home abgerufen werden.

Die Verantwortung für den Inhalt dieser Veröffentlichung liegt beim Autor.
Datum der Veröffentlichung: 30.08.2017

Herausgeber / Editorship

Prof. Dr. Thomas Bartz-Beielsein,
Prof. Dr. Wolfgang Konen,
Prof. Dr. Boris Naujoks,
Prof. Dr. Horst Stenzel
Institute of Computer Science,
Faculty of Computer Science and Engineering Science,
TH Köln,
Steinmüllerallee 1,
51643 Gummersbach
url: www.ciplus-research.de

Schriftleitung und Ansprechpartner/ Contact editor’s office

Prof. Dr. Thomas Bartz-Beielsein,
Institute of Computer Science,
Faculty of Computer Science and Engineering Science,
TH Köln,
Steinmüllerallee 1, 51643 Gummersbach
phone: +49 2261 8196 6391
url: http://www.spotseven.de
eMail: thomas.bartz-beielsein@th-koeln.de

ISSN (online) 2194-2870