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ABSTRACT

We propose a hybridization approach called Regularized-Surrogate-Optimization (RSO) aimed at overcoming difficulties related to high-dimensionality. It combines standard Kriging-based SMBO with regularization techniques. The employed regularization methods use the least absolute shrinkage and selection operator (LASSO). An extensive study is performed on a set of artificial test functions and two real-world applications: the electrostatic precipitator problem and a multilayered composite design problem. Experiments reveal that RSO requires significantly less time than Kriging to obtain comparable results. The pros and cons of the RSO approach are discussed and recommendations for practitioners are presented.

CCS CONCEPTS
• Mathematics of computing → Discrete optimization; • Theory of computation → Continuous optimization; Gaussian processes; • Computing methodologies → Modeling and simulation;

KEYWORDS
Optimization, Surrogates, Modeling, Dimensionality Reduction, Real-World

ACM Reference Format:

1 INTRODUCTION

Real-world optimization problems often have multiple characteristics that clearly distinguish them from artificial test-functions. Among others, two of the most concerning criteria are being high dimensional and being costly to evaluate. A popular approach for the optimization of costly functions is surrogate model-based optimization (SMBO). A more detailed explanation of SMBO and its applications can be found in [?]. Two research questions arise regarding the use of SMBO on high-dimensional costly black-box functions:

(Q-1) How can SMBO efficiently be applied to high-dimensional objective functions?

The second research question stems from our ongoing research cooperation with industry. Simply delivering a black-box type algorithm which somehow manages to find good solutions for a given problem is neither ideal nor even accepted. In order to reach acceptance for a proposed new methodology in industry, algorithms have to deliver interpretable results. High-dimensional surrogate models are not well interpretable.

(Q-2) How can SMBO be applied to high-dimensional objective functions?

2 PROBLEMS AND EXPERIMENTS

The Electrostatic Precipitator Problem is an industrial optimization problem that is part of ongoing research. A detailed explanation of the ESP-problem is given in [?].

Sandwich-Structured Composite Plate Design Problem - (SCPD) Sandwich panels are composite structures consisting of two thin laminate outer skins and a lightweight, e.g., honeycomb, thick core structure. Owing to the core structure, such composites are distinguished by stiffness. The objective of the optimization is then to minimize the displacement in the out-of-plane direction of one of the vertices of the plate, loaded by lifting and torqueing loads, at the free edge varying the plies’ lamination angle.

Artificial Functions In addition to the two discussed real-world problems, a multitude of artificial test-functions is utilized in this study. All chosen test-functions have a subset of important variables as well as a set of variables which is completely irrelevant for the optimization.

Experiments Each optimization run starts with an initial design size of five candidate solutions, randomly sampled from the design space. Since both of the described real-world problems are expensive simulation tasks, only a small budget is feasible. Each algorithm is given a total budget of 200 function evaluations and applied for 20 repetitions.

3 REGULARIZED SURROGATE OPTIMIZATION

In order to apply SMBO efficiently to high-dimensional objective functions, we propose a hybrid algorithm: Regularized Surrogate Optimization (RSO). It consists of standard SMBO coupled with an additional regularization stage. The implementation of RSO is explained in Figure 1. In this study, two regularization methods are compared: LASSO [?] and a random forest [?] implementation.

4 RESULTS AND CONCLUSION

The results of the experiments on one of the real-world problems are shown in Figure 2. For both problems, the results indicate that
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Figure 2: Algorithm comparison on the SCPD-Problem. Upper plots show the performance in terms of best found function value, the lower plots show the total runtime of the algorithms. Lower values are better, thus more to the left is better in the figures.

switching to the RSO approach does not cause loss in the quality of the final function value. Yet, it is clearly visible that especially on the SCPD-problem the RSO approach results in a significant
decrease in required algorithm runtime. The random forest aided variant RSO-RF seems to select fewer variables in the regularization step than RSO-LASSO. Therefore, it also requires less runtime. On the SCPD-Problem a more than 5x speedup can be observed. An overview of the statistical analysis of the results can be found in Table 1. A review of the results on the artificial test-functions shows that, while there was no quality difference on the two real-world problems, there is one for some of the test-functions. When there is a statistically significant quality difference between standard SMBO and the RSO approach, then often RSO-LASSO delivered better quality results than RSO-RF.

(Q-1): The results show that the proposed hybrid algorithm RSO requires significantly less computation time. At the same time it delivers, dependent on the respective optimization problem, the same or only slightly lower quality results. Most importantly, RSO is applicable even to very high-dimensional problems without the same risk of modeling failure that one would have compared to standard SMBO. The reduced modeling run-time can make the RSO algorithm feasible in situations where SMBO would be a bad choice due to time constraints.

(Q-2): It is often hard to suggest models or algorithms in industry, if the they are acting in a black-box manner. Thus, if the model itself is based on a complex high-dimensional system, gaining support from the field engineers for a new optimization technique is hard. In contrast, a model which is able to correctly identify the few most important variables is easier to explain. The selected variables should mostly coincide with the practitioners field knowledge, confirming his understanding of a system and making it easy to gain support for the new algorithm implementation. The RSO algorithm delivers exactly this interpretability benefit for industry partners.
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